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Learning Objectives

1. Describe the role and capabilities of AI in empathetic 
interactions in healthcare: Participants will learn about the current 
state of AI in replicating empathetic responses, including the 
mechanisms through which AI mimics empathy and its effectiveness 
compared to human empathy.

2. Weigh competing ethical implications of AI-generated empathy 
in healthcare: Attendees will gain insights into the ethical 
considerations involved in using AI for empathetic purposes in 
healthcare contexts, focusing on issues of transparency, authenticity, 
and the balance between practical benefits and ethical 
responsibilities.

3. Critically evaluate the impact and future directions of AI in 
empathy: The audience will be encouraged to critically evaluate the 
potential impacts of AI on the future of empathetic interactions in 
healthcare and other professional settings, considering both the 
opportunities and challenges presented by AI integration.



Background & 
Personal Relevance

• PhD in Speech Communication
• Thesis: “A Connectionist Model of 

Message Design”
• Involved in “Seven Pillars” CRP work at 

UIC since 2007
• Created communication skills 

assessment for AHRQ CANDOR Toolkit
• Personally trained > 5000 healthcare 

professionals in empathic responding at 
more than 250 hospitals over 15 years

• Direct family experience with harm 
caused by healthcare—without 
empathic response

https://www.ahrq.gov/patient-safety/settings/hospital/candor/modules/guide5.html


What I Observed at >250 US Hospitals

• Every health system employs some people who are virtuosos at empathy
• The typical HCP has empathic skills that are average at best (as one 

would expect from a normal distribution of skills)
• A patient who needs empathy is more likely than not to encounter an 

HCP with no better than average empathic skills
• Encounters with unempathic HCPs are harmful
• There is an empathy gap: more patients need empathy than there are 

HCPs skilled at empathy



Can AI-Generated Empathy Fill the Gap?

• AI-based large language models (like ChatGPT, Claude, Bing Copilot, Bard) 
can produce empathic responses
• Evidence suggests that AI-generated empathy is rated by patients and 

professionals as better than human-generated empathy
• But when you tell raters that messages were AI-generated, they like them 

less and feel their trust has been betrayed
• This is the basic conundrum



The AI Empathy 
Conundrum

• There is an empathy gap in healthcare that 
causes harm

• AI-generated empathy is better than human-
generated (according to human raters)

• But people (sometimes)react negatively to 
getting empathy from an AI (once they find 
out it came from AI)

• Conundrum: should we use it or not?
• Ethics of withholding disclosure
• Ethics of depriving patients and families 

of effective empathy
• Inconsistent application of AI 

disclosure in healthcare



Public Opinion Against AI 
in Medicine, Especially in 

Empathic Contexts

• Pew survey from 2023

https://www.pewresearch.org/science/2023/02/22/60-of-americans-would-be-uncomfortable-with-provider-relying-on-ai-in-their-own-health-care


Empathy as a 
Speech Act

• Illocutionary act: the intent
• Locutionary act: the message
• Perlocutionary act: the effect

John Searle’s speech act theory

• Intent: to comfort, console, empathize
• Message: “This is such a terrible tragedy. I am so sorry.”
• Effect: to be comforted, consoled, soothed, to feel seen, heard [or 

not!]

Empathy

AI seems to be fine on the message and the effect

Doubts arise about intention



Who’s the Message Producer?
Erving Goffman’s Production Roles

Author: Who wrote or 
composed the message

Animator: Who delivered the 
message

Principal: Who is 
accountable for the 
message

Are we scrupulous and 
consistent about disclosing 
who the author, animator 
and principal are in 
healthcare?
Nope



When are Author, Animator, or Principal 
Not the Same Person in Healthcare?

• Guidelines and protocols: many decisions not made by the person you’re 
talking to, but by some invisible panel of experts

• Consults and second opinions
• Clinical decision support
• Attendings, senior residents, etc.
• How often is the mismatch between author, animator, and principal disclosed?
• Is lack of disclosure unethical?



Undisclosed Uses of AI in Healthcare: 
Are they Ethical?

• Clinical decision support algorithms
• Targeted marketing and reminder messages
• Embedded software in MRI, CT, X-Ray systems
• Embedded software in lab and pathology systems and 

devices 
• Use of ChatGPT to draft messages to patients
• Surgery robots
• Wearable health monitors
• Pharmacy automation systems
• Remote patient monitoring tools
• Genomics and precision medicine tools
• And many more…



Ethical Conflicts 
Arising from AI Empathy

• Beneficence: the obligation to do good vs. Respect for persons: honesty, 
trust, disclosure

• If AI is better at empathy than average HCP, then withholding it harms 
patients and violates beneficence

• If patients feel betrayed by lack of AI disclosure, then we violate respect for 
persons

• What do we do?



Pro and Con Disclosure: Ethical Arguments

Pro

• Patient autonomy and trust 
(right to the truth)

• Accountability and 
responsibility

• Managing expectations
• Preserve trust

Con

• Reduced effectiveness
• Psychological harm
• Withholding benefits



Comparing AI to People

• Not reasonable to compare AI to the ideally ethical and empathic HCP
• Comparison should be between AI and average HCP
• Average HCP might be impatient, unethical, insincere, emotionally 

immature, insensitive, unintelligent, inarticulate, unable to regulate their 
own emotions, tired, burnt out, etc. 



Empathy and Authenticity 

• One criticism of AI-generated empathy is that it’s not authentic

• Authenticity: correspondence between internal state and overt, observable public behavior
• Claim: Since AI has no internal state, it can never be authentic 

• Rebuttal: We can never know whether people are being authentic
• Emotions are invisible and must be inferred
• Communication is performative, often not sincere
• Literally feeling patients’ pain is unhealthy, unsustainable for HCPs
• Many HCPs freely admit not always being sincere 



Ethics of Disclosure: 
Thought Experiments

• What if empathic advice and content came from colleague not AI?
• We recommend huddles and practice before a CANDOR/CRP conversation
• Does HCP need to disclose that “what I’m about to say was suggested by my colleagues and I 

rehearsed it earlier”
• “I am not the author of what I am about to say.”

• What if an HCP goes to a training seminar and learns techniques and phrases that 
they later use with patients?
• Need to disclose?

• What is HCP uses AI to practice empathic responding in situations that they 
routinely see at work?
• Need to disclose?



Why Does It Seem Vital that 
Empathy Comes from Another Human?

• We are both mortal, both human
• We both have finite time, so the time and attention they spend has 

inherent worth
• We (presumably) share subjective experience of pain, sorrow, loss, etc.
• Process of identification seems essential to effectiveness of empathy 
• Some of these are assumptions not facts
• They show a pro-human bias



Lack of Acceptance of AI-Empathy Will 
Likely Change Over Time

• Algorithmic input we now routinely accept
• Recommendations

• Books, movies, TV shows, restaurants, destinations
• Navigation assistance
• Alteration of electricity / gas consumption via smart meters
• Lots of healthcare examples previously listed
• Loan applications
• Job applications
• License plate recognition
• Face recognition
• Insurability, etc.

• We used to think decisions about books, movies, music, food travel reflected our intrinsic humanity, 
our genuineness, our authenticity, etc.

• Not anymore



How Sure Are We about AI’s 
lack of “authenticity”?

• Koko mental health app controversy
• Comparing Physician and Artificial Intelligence Chatbot 

Responses to Patient Questions Posted to a Public Social Media 
Forum - PubMed (nih.gov)

• Google AMIE system
• Ameca robot
• Stanford generative agent simulation

https://arstechnica.com/information-technology/2023/01/contoversy-erupts-over-non-consensual-ai-mental-health-experiment/
https://pubmed.ncbi.nlm.nih.gov/37115527/
https://blog.research.google/2024/01/amie-research-ai-system-for-diagnostic_12.html
https://www.youtube.com/watch?v=yUszJyS3d7A
https://www.artisana.ai/articles/generative-agents-stanfords-groundbreaking-ai-study-simulates-authentic


Koko App 
Controversy



Koko App Controversy



Comparing Physician and Artificial Intelligence 
Chatbot Responses to Patient Questions Posted to 

a Public Social Media Forum

• Ayers et al.: Compared ChatGPT-3.5 and physician responses to patient questions 
from a social media forum. Found that patients preferred the chatbot’s responses in 
78.6% of cases and rated them higher for quality and empathy. 

• “The proportion of responses rated empathetic or very empathetic (≥4) was higher 
for chatbot than for physicians (physicians: 4.6%, 95% CI, 2.1%-7.7%; chatbot: 
45.1%, 95% CI, 38.5%-51.8%; physicians: 4.6%, 95% CI, 2.1%-7.7%). This amounted 
to 9.8 times higher prevalence of empathetic or very empathetic responses for the 
chatbot.”

https://pubmed.ncbi.nlm.nih.gov/37115527/


Google’s AMIE
• AMIE: AI system based on LLM & optimized for diagnostic 

reasoning and conversations in the medical domain

• Self-play based simulated dialogue environment: A novel 
method to train and fine-tune AMIE across many disease 
conditions, specialties and scenarios

• Randomized, double-blind crossover study: A rigorous 
evaluation of AMIE’s performance in text-based consultations with 
simulated patients (played by trained actors), compared to board-
certified primary care physicians (PCPs) along multiple clinically-
meaningful axes of consultation quality

• Results and limitations: AMIE outperformed PCPs on most 
evaluation axes, including diagnostic accuracy, history-taking, 
clinical management, communication skills, relationship fostering 
and empathy. However, the study has several limitations and 
should be interpreted with caution, as it does not reflect real-world 
clinical practice or the value of human conversations



Ameca: The 
Empathic 
Humanoid 
Robot
Ameca expressions with 
GPT3 / 4 (youtube.com)

https://www.youtube.com/watch?v=yUszJyS3d7A


Stanford Multiagent Simulation



Stanford 
Multiagent 
Simulation

• Generative Agents: Stanford AI researchers 
introduce computer programs that simulate 
authentic human behavior using generative models 
and ChatGPT.

• Memory, Reflection, and Planning: These agents 
demonstrate human-like abilities in memory storage 
and retrieval, introspection on motivations and goals, 
and planning and reacting to novel situations.

• Virtual World Experiment: The researchers placed 
25 agents within a virtual world resembling a 
sandbox video game and observed various 
remarkable and emergent behaviors.

• Implications and Concerns: Generative Agents 
could revolutionize gaming and other domains, but 
also raise ethical and social issues such as 
parasocial relationships and the 
anthropomorphization of AI.



Leveraging Large Language Models for 
Generating Responses to Patient Messages

• Liu et al.: Developed a model based on LLaMA-65B and fine-tuned to 
generate physician-like responses to patient questions in primary care. 
Compared the responses to those generated by ChatGPT-3.5 and GPT-4, and 
rated them based on empathy, responsiveness, accuracy and usefulness. 
Found that GPT-4 and ChatGPT-3.5 outperformed their model and physician-
generated responses significantly in empathy.

https://pubmed.ncbi.nlm.nih.gov/37503263/


Leveraging Large Language Models for Generating 
Responses to Patient Messages



Leveraging Large Language Models for Generating Responses to Patient Messages



ChatGPT outperforms humans in 
emotional awareness evaluations

• Elyoseph et al.: Compared ChatGPT-3.5 to the general population norms on 
the Levels of Emotional Awareness Scale (LEAS), a psychological tool that 
assesses the capacity to identify and describe emotions in oneself and 
others. Found that ChatGPT-3.5 demonstrated significantly higher emotional 
awareness performance and improved over time.

https://www.frontiersin.org/articles/10.3389/fpsyg.2023.1199058/full


Why Is AI So Good at Empathy?

• Producing empathic messages is a linguistic skill
• LLMs are incredibly good message producers
• Empathic communication (like all communication) involves mastering an idiom
• Idiom: a set of expressions, phrases, and nonverbal response patterns that are 

characteristic of and facilitate empathy in a particular cultural context
• LLMs have mastered the idiom
• Most HCPs have not



What Should be Done?

• Use AI-generated empathy wherever feasible
• It’s better on average than people
• People deserve it and are harmed by withholding it
• It’s no cost or very low cost

• For now, disclose
• Develop hybrid human/AI models of delivering empathy
• Continue to ask ourselves what the difference is between human beings and 

these new intelligent machines



What are the Liability Concerns

• See Michelle Mello et al.’s recent 
NEJM paper

https://pubmed.ncbi.nlm.nih.gov/38231630/


Future of Empathy is Human-
AI Hybrids

“The findings inform a reconceptualization of compassion as a 
human-AI system of intelligent caring comprising six elements: (1) 
Awareness of suffering (e.g., pain, distress, risk, disadvantage); (2) 
Understanding the suffering (significance, context, rights, 
responsibilities etc.); (3) Connecting with the suffering (e.g., verbal, 
physical, signs and symbols); (4) Making a judgment about the 
suffering (the need to act); (5) Responding with an intention to 
alleviate the suffering; (6) Attention to the effect and outcomes of 
the response. These elements can operate at an individual (human or 
machine) and collective systems level (healthcare organizations or 
systems) as a cyclical system to alleviate different types of suffering. 
New and novel approaches to human-AI intelligent caring could enrich 
education, learning, and clinical practice; extend healing spaces; and 
enhance healing relationships.”



Thank you.
Happy to take questions if there’s time.


